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Abstract. This paper describes a clustering algorithm for Korean translation
words automatically extracted from Korean newspapers. Since above 80% of
English words appear with abbreviated forms in Korean newspapers, it is nec-
essary to make the clusters of their Korean translation words to casily construct
bi-lingual knowledge bases such as dictionaries and translation patterns. As a
seed o acquire each translation cluster, we repeat to choose an adequate trans-
lation word from a remaining translation set using an extended bi-gram-based
binary vector matching until the set becomes empty. We also deal with several
phenomena such as transliterations and acronyms during the clustering. Ex-
perimental results showed that our algorithm is superior to Dice coefficient and
Jaccard cocfTicient in both determining adequate translation words and cluster-
ing translations.

1 Introduction

As information technology develops in recent years, many terminologies are rapidly
created and discarded. Newspapers are excellent resources to acquire new-coined
terms and to inspect their life cycle [4]). About 90% of terms in Korean newspapers, in
particular, are originated from foreign languages such as English and Chinese' [1].
Some of them are accompanied by original words in English for readers to easily
grasp the meaning, for example, “All 2| 5% 7]+ (WTO).” However, many English
words (about 82% in our test set) appear with abbreviated forms, and translations
differ like “o} Ao} el 3 F 7 2 7} & 7] 7 » o} Al o} e 5 ok % 2l ) 2 4], o} &) 4 A
g1 Al and “obel % 2l ¢l 2 8] 2]” for “APEC; Asia-Pacific Economic Coopera-
tion.” Such English abbreviated forms tend to cause word sense ambiguities, for ex-
ample, “Internet Service Provider,” “Information Strategic Planning,” and “Image
Signal Processor” for “ISP.” Newspapers also usually use parentheses to represent a
pair of translation pairs, but they are not limited to the pairs. Many extraction errors
are caused by the free uses of parentheses such as “22<2% S3C2410 (CPU)"? and

' E.g."o}#" isa Korcan transliterated word for English “APEC,” and *7 #l" is for Chinese “F: ift.”
2 gl 3024107 =25l (Model No )™ + S$3C2410."
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«73 7 &+ 5} (IMF).™ Korean transliteration is another consideration for the design of a
translation clustering model since it does not contain any translation meaning but
imply pronunciation rules. These phenomena should be resolved to make translation
clusters and to determine adequate translation words, which are crucial for the build-

ing of translation knowledge bases. )
However, previous studies failed to notice the need for the clustering [4, S]. They

focused only on automatic transliteration and unabbreviated word translation. We
think they might not collect and analyze the real status of a huge newspaper corpus. In
this paper, we will introduce the subsequent methods to manage translations in a real
newspaper corpus with the amount of about 30 million Korean words: transliteration
clustering, translation clustering including acronyms, and adequate translation deter-

mination.
Automatic transliteration can be implemented by direct and pivot-based translation

systems [6]. Previous studies tried to generate several possible candidate words based
on pronunciation derived by dictionaries and statistical approaches such as Markov
window and decision tree [4, 5, 6]. However, they considered only English unabbrevi-
ated words that generate many possible transliteration candidates. It is the reason why
they introduced statistical methods to rank the candidates. Comparison of an English
word with a Korean word is much easier than generating the best transliteration candi-
date for the given English word. In addition, the ratio of English abbreviated words in
Korean newspaper corpus is above 80%, which indicates that complex pronunciations
(e.g. “er” and “e0”) appear less than unabbreviated words.

Example-based translation systems like [2] usually use linguistic information and
statistical information. The number of element words in each language becomes a
basic feature to acquire linguistic information. However, the number of element words
in abbreviated forms cannot be directly calculated. Statistical information for corre-
sponding probability is also meaningless because we extract bilingual words from
translation patterns not bilingual corpus.

Important issues in our research scope are to make translation clusters and to de-
termine an adequate translation word for each cluster from monolingual corpus. These
are the points that our research scope differs from the alignment and the extraction of
translation patterns from bilingual corpus [7, 8]. Unfortunately, there is no study of the
issues for Korean newspaper corpus. Nobody tried to extract a set of Korean transla-

tions for an English word in a real newspaper. Ignoring English abbreviated forms that
frequently appear in the corpus would be another reason to skip the issues.

We found that clustering method using similarity between surface forms is more
efficient than using dictionaries and partial translation word matching since translation
words appear with various forms and parentheses are widely used to clarify the mean-
ing of the words. For example, Korean translations for “EC” are, at least, morphologi'

cally classified into three groups: “Electronic Commerce,” “European Commission,”
and “Electrolytic Condensers.” The whole process including an extended bi-gram-
based binary vector matching to measure semantic distance between two translation
words and to determine an adequate one for a cluster will be introduced in Section 2

and 3.

5 w70 A ¢ 7 =7 A (Economic)” + *& It (Cold wave).” “= A 5§ 7] 7" is a right translation of “IMF.”
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2 System Overview

To generate translation clusters for an English word, we introduce four functions:
FindTransliterationCluster (see Section 3.1), DetermineAdequateTranslation (see
Section 3.2), FindTranslationCluster (see Section 3.3), and FindAcronymCluster (see
Section 3.4). An adequate translation word is automatically obtained before generating
a cluster for it.

TranslationClustering (T) {
C, = FindTransliterationCluster (T);
T=T-C,.
i=2;
Repeat while T is not NULL {
C,.adequate_translation = DetermineAdequateTranslation (T);

C; = FindTranslationCluster (C;.adequate_translation, T);

T=T-C;
C;=C; + FindAcronymCluster (C;.adequate_translation, T);
T=T-C,
Increase i,
)
Return C;

}

Fig. 1. Translation clustering process including transliterations and acronyms (Both T
and C; are the sets of translations, and C;.adequate_transiation is a translation word.)

T is the Korean translation set of an English word. It includes one or more translation
clusters that will be found as the above process goes ahead. A translation cluster
consists of Korean translation words with the same meaning. TranslationClustering
finds these clusters C;, C,, and so on (see Section 3). FindTransliterationCluster
generates a translation cluster whose components are transliterations, for example,
“A]| A€ %" and “Z 2 &4 Since they have no meaning in Korean, we separate
them as a distinct cluster (C;) from translation set T (see Section 3.3). The loop to find
translation clusters continues until the translation set T becomes NULL. Whenever
iteration ends, we find a translation cluster including an adequate translation word in it.
DetermineAdequateTranslation gives us the adequate translation word, that is, the
word with the most shared bi-grams in translation set T (see Section 3.2).
FindTranslationCluster generates a translation cluster in the manner of matching the
adequate (C;.adequate_translation) with the translation words in set T. In the case that
a Korean word shares one or more bi-grams with the adequate, we consider the two
translations are in the same translation cluster. FindAcronymCluster discovers
acronyms for the adequate (Ci.adequate_translation). Finally, we acquire a set of
translation clusters (C = {C,, C;...}).

4 wA] A8 A" = A A (System)” + *& (On)” + 3] (Chip)”
“ERF=FRE (Platform)”



18 Jung H., Koo H., Sung W. and Park D.

Table 1. An example to acquire translation clusters for English word “KAIST; Korea Ad-
vanced Institute of Science and Technology™ (Underlined are newly added terms.)

Initial State
T (A7 24, @z a7 E71E 9. A71eF 871 &9,
shol 2E, 2719, i F 5, MARAD)

After FindTransliterationCluster

G, | {Fhel=E)

I* Iteration

After DetermineAdequateTranslation

C,.adequate_translation | g3 3}3}7] & ¢

After FindTranslationCluster

G (A=aet7| £, x ezl Er1E Y, Azl A oh7]E )

After FindAcronymCluster

C, e P ey P PR P =R e N
Iz

2" Iteration

After DetermineAdequateTranslation
C,.adequate_translation | U= 3§}
After FindTranslationCluster

G, (g
3" Iteration

After DetermineAdequateTranslation
Cg.adequate_translation | A1 A}-ukA}
After FindTranslationCluster

o (AL
Translation Clusters
C {C, C; C; Cy}

3 Translation-Clustering
3.1 Finding a Transliteration Cluster

In Korean, there are two ways to make translation words; one is transliteration (e.g.
“olu] 2] A] 718 I 52 M| /J#”) and the other is liberal translation using Chinese charac-
ters (e.g. % 41 2% 2]°). Transliterations should not be assigned into other trans-

5 The translation set T includes an extraction error “A71&F3}3t7)14 90" and a typing error
“ghE el 7] E 7] A0 L E T and “A ARV are a little irrelevant terms with “KAIST.”

6 gz npak7) 49l (WTPML B, It is the best translation in Korean.
7 317190 (F145E¢). s an acronym of *2F8F7] %91
8 “Image Signal Processing”™ «» 0]t 2] A] 71 X 2 4| A" = o] u] 7] (Image)™ + 4] 218 (Signal)” +

<3 2 M4 (Processing)”
9 “Image Signal Processing” <> "3 3AV @A 2]" = “o 2 (%] (Image)” + “AVE[{4%] (Signal)” +
“ 2 2] (142 41] (Processing)”



Clustering of English-Korean Translation Word Pairs Using Bi-grams 19

lation clusters since they have no meaning in Korean. Thus, we generate a separate
translation cluster for these by applying FindTransliterationCluster.

[E]
’_‘;\ [~+1]  [=+-=]

= ==

1] (5]

Sliding

Fig. 2. An example to compare an English word “ISP™ with a Korean transliteration candidate
R EEREEEEN PR

Unlike [4] and [5] which tried to automatically generate the best transliteration for an
English word, it is easier to determine a translation word whether it is a transliteration
or not. We make a set of simple mapping rules that each contains a possible Korean
alphabet'® list corresponding to an English character, for example, {‘H,’ *52"} for ‘p.’
We convert each character of an English word into a sequence of Korean alphabet
lists. Figure 2 shows an example of this mapping. It is very similar to the acronym-
finding process of Section 3.3.

3.2 Choosing an Adequate Translation Word

Let the adequate translation word of a translation cluster C; be Cj.adequate_translation
whose adequate-value (AV) is the maximum in translation set T. AV is for a transla-
tion word & in set T, and is defined by the subsequent equation (1). The number of
translation words in set T is n. AV, increases as k shares bi-grams with the other
words more and more. We prefer a shorter word to a longer word when tie occurs.

n

XX,
AVi=L————— wherek#j (1
K BA J )
Let us show an example to determine an adequate one for a translation set
raEaetr) s, w1 £714 9, A7l dF a1 4 2] Q7).
«gl39}8} 7] 490" shares 6 bi-grams with &= 7}8t7]E7]5 21, " and 6 with
«ol 7] k= 3} 8t 7] 4 21,7 12 Since its bi-gram length is 6, AV becomes 2. The ade-

19 A Korean alphabet is a phonetic unit that can be a consonant or a vowel.
A w wA o] »

' The shared bi-grams are “ &+, = 2" «2}pak» «6t7] " “7]&," and “& Y.
12 The shared bi-grams are the same as the above.
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quate-value of “&H=#}3}7] 4 21" is the maximum among the others, thus it is chosen
as the adequate translation word from the example set. A translation cluster then is
generated from the set by matching with the adequate word as follows.

3.3 Finding a Translation Cluster for an Adequate Translation Word

After obtaining an adequate translation word from current Korean translation set, we
find a translation cluster for it. Let an adequate be Xc, and Korean translation set be T.
A translation word X; with the value of greater than 0 is assigned into cluster C,.

| X M X, | where X; is an element of set T (2)

In the above example, “3+=2}8+7] % 7] % 21" and “A 71 &= 251 7] & 91 become
members of C, since they share bi-grams with “@=2}3t7]1& 91" which is
C,.adequate_translation.

A 4

Sliding

Fig. 3. An example to find an acronym (“2}7] 91") using a Korean unabbre-
viated word (@3 2}4}7] % 917) which is an adequate translation word.

3.4 Finding an Acronym Cluster

Some Korean unabbreviated words, in particular, organization names, written in Chi-
nese characters'’ have acronyms such as “¥h=2}%}7] & 91 (33 PEL L Fgpe) —
719 (FHEBZ)” and “A B EAIE (4 SGEGED) — A S5 (AR As a Ko-
rean unabbreviated word and its acronym have the same character sequences, we can
easily match the two words in the manner of left-to-right scanning. Matched acronyms
then are assigned into the previously acquired translation cluster (see C, in Table 1).

4  Experimental Results

From Korean IT newspaper corpus,'* we extracted Korean-English pairs combined
with parentheses such as “3 0| 2574 § % (NAFTA)” and “L} ZE} (NAFTA).”

'3 Most of the Korean words are originated from Chinese.
' Electronic Times (http //www.etnews.co.kr/)
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Total 1,806 Korean translation sets were acquired after re-arranging on English words,
and 200'* of them were used to measure the subsequent performance.
We choose Dice coefficient as a criterion to compare with our method, and modify
it like
2[R |
AVR = Z'——'—
[ X[+ X, |

=1
where k # j (see Section 3.2 to refer the notations). Jaccard coefficient
LI X X
A S R
X VX

where k # j, is another criterion. As these two algorithms are bi-gram approaches to
easily calculate the similarity between strings, they were chosen. Korean word X,
would be selected when it has the highest AV value. According to our clustering algo-
rithms, different adequate translation words have different clusters.

To measure the performance, we manually attached cluster tags to the above-
mentioned 200 translation sets. A translation set consists of one or more semantically
separate clusters without consideration of surface forms. The subsequent shows an
example of the tagging results for our answer set (C1, C2, and C3 are cluster tags, and
A is answer adequate translation word.). Adequate words can be multiple in a cluster.

[ATM] Sl 525 A &5 71/ICUA {3 A EF7I/IClA

ZUPAF2EAEF71/C1 2AF3H7]71/C1

H1 5 7] A S 2 E/CUA U571 A $HA/CUA Z)-u]§7) M $ R E/C2
2&Y B FAY/CIA 2043 712C3

Z2n%5137)/C3 2D E&F 7 B EA/C3e

B b

Table 2 shows the comparison between our methods and the Dice/Jaccard Coeffi-
cients. Precision for choosing adequate translation word is the ratio of the number of
correct words to the number of chosen adequate words. The system automatically
checks whether adequate words and clusters are correct or not by comparing with the
answer set. In the case that one or more translation words in an acquired cluster have
different cluster tags with the other words in the cluster, we consider the cluster is
wrong. Recall for clustering translations is the ratio of the number of correct clusters
to the number of answer clusters. A cluster is recognized as correct one if and only if
all the translation words of it are exactly matched with those of a cluster in the answer

set.

!5 We selected translation sets with more than five translation words. The number of total words is 2,253
and the average number of translation words for a translation set is 11.265.

16 The words with C3 are not translation words of “ATM." However, we always attached answer tags
because our research topic does not concern about the determination of whether a word really is transla-

tion word or not.
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Table 2. Comparison among our method, Dice coefficient, and Jaccard coefficient'?

Our Method Dice Coefficient Jaccard Coefficient
T.‘hc Number of Transla- 617 623 623
tion Clusters
A\cragc Size of Transla- 3.651 3.617 3617
tion Clusters
Recall for Choosing
Adequate Translation 82.496% (575/697) | 75.036% (523/697)  75.036% (523/697)
Word
Precision for Choosing
Adequate Translation 93.193% (575/617) | 83.949% (523/623)  83.949% (523/623)
Word
F-measure for Choosing
Adequate Translation 87.519% 79.243% 79.243%
Word
S Clusedng 64.275% (448/697) | 61.549% (429/697)  61.549% (429/697)
Translations'
Precision for Clustering | 55 (4907 (448/617) | 68.104% (429/623)  68.104% (429/623)
Translations
Empeaquee for Clustering 68.188% 64.661% 64.661%
Translations

The reason why our method shows higher performance than the other two is that we
discriminatively apply length information to eliminate superfluous words attached
adequate translation word due to automatic extraction from corpus, for example,
«2 AE| T A2 EAI AT Y (ETRI)” and “H ] EF %A 2] F ] (CPU)™™. These
redundancies can be easily eliminated since they appear rarely.

We found three factors that decrease the performance: word sense ambiguities of
English abbreviated words, synonyms without sharing bi-gram, and fake translation
pairs with parentheses. (1) “WTO” has two meanings: “World Trade Organization”
and “World Tourism Organization.” Their representative translation words are
A AF-A 717" and “M Al ¥ 7] F.” They share “A| A" and “7] 7, thus the two
translations are recognized as the same members of a cluster by our algorithms. Some
English abbreviated words including widely used components such as “system” and
“technology” tend to have many word sense ambiguities. Using stop words for them
would be helpful to reduce the ambiguities. (2) “IPO” as “Initial Public Offering” has
several translation words with the same meaning such as “7]%]&7I” and

w321 g5 even though they do not share any bi-gram. Introducing morphological
analysis dnd synonym set (e.g. “3 7ll=3 5" and “P]=1] ") would be helpful to

71t 1s interesting that the two coefTicients show the same performance even though adequate values are
different
"% Each translation set has one or more translation clusters, and even garbage clusters including extraction

errors. because of translation ambiguity. This is the reason why the number of correct translation clus-
ters is 697 not 200

19 -2 91 €] 5 for “Royalty” and “ 43 ] & is for “Celeron.”
20-u] (£)" 15 a Korean abbreviated form of “©21= ( J:}d).” Both words are represented for “"USA."
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enhance the clustering performance. (3) As previously mentioned, newspapers widely
use parentheses to expatiate translation words. The pairs can accidentally share bi-
grams with other translation pairs, for example, “4t43 %2} (ETRI)" and
“gh= 1 2HE A1 A2 (ETRI).” It will be a way to reduce wrongly extracted trans-
lation pairs by referring English unabbreviated words corresponding to English abbre-
viated forms.

5 Conclusions

We introduced a practical translation-clustering algorithm for translation pairs auto-
matically extracted from newspaper corpus by using an extended bi-gram-based bi-
nary vector matching. To increase clustering coverage, our research scope included
transliterations and acronyms. It has an important meaning in that previous studies
could not consider a great portion of abbreviated forms appeared in a real newspaper
corpus. Knowledge builders can easily confirm the clustering results because the sys-
tem shows both adequate translation words and translation clusters. We now consider
introducing cluster verification by Web search and histogram-based adequate transla-
tion determination as future works.
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